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8.10.1 Introduction

With a radius of 1200 km the Earth’s inner core is

only 30% smaller than its moon. Being the solid,

central core of a planet, its dynamics are fascinating

and unique. The inner-core boundary is a solid–

liquid phase boundary, where the geotherm crosses

the liquidus temperature of the iron alloy that com-

prises the Earth’s core. The solidity of the inner core

is a consequence of the melting temperature gradient

being steeper than the geothermal gradient, as a

result of the effects of pressure on the liquidus tem-

perature. In smaller planets and satellites the entire

core may be solid. As the Earth cools and solidifica-

tion proceeds, the radius of the inner-core boundary

increases with time. There is considerable uncer-

tainty in the parameters required for thermal

history calculations, but it is likely that the inner

core is between 1 and 3 billion years old. Many of

the dynamical processes that take place in the inner

core are likely to be related to its growth, which in

turn is strongly controlled by the pattern of heat

transfer in the outer core, or in other words, the

‘climate’ of the outer core. Although the inner core,

outer core, and mantle are all dynamically coupled,

both thermally and mechanically, the effects of cou-

pling are particularly important for the inner core

because of its small volumetric size. This implies that

the inner core can act as a recorder of the geodyna-

mical processes occurring not only in the outer core,

but also in the mantle.
The study of inner-core dynamics has been moti-

vated by a wide range of observations and inferences,

many coming from seismology. Geodynamics has

attempted to explain the origin of these inner-core

properties and attributes, such as elastic anisotropy
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and anomalously high attenuation. Another set of
observations that has given us insight into the inner
core comes from geomagnetism. For example, inner-
core solidification has been proposed to be an impor-
tant candidate for the energy source to drive the
geodynamo, and it may affect long-term variations
of the strength of the geomagnetic dipole. In addition,
motion of the inner core is thought to affect geodetic
observations of polar motion.

In this chapter a review of current understanding
of the dynamical processes that operate in the inner
core is presented. First, a review of current know-
ledge of the composition of the inner core and its
phase relations is presented. These are important for
estimating the compositional buoyancy that helps
drive convection in the outer core (see Chapters
8.02 and 8.05), and for understanding the process
through which the inner core is solidifying. Next, a
discussion on the grain size and stress in the inner
core, which are important in controlling the mechan-
ism and timescale of deformation and hence the
strain rate and viscosity, is presented. This is fol-
lowed by a critical examination of models proposed
for the origin of inner core elastic anisotropy, one of
the most intriguing features of the inner core. These
models require knowledge of the stable phase of iron
under inner-core conditions and the single-crystal
elasticity of the hexagonal close-packed phase of
iron, which remain uncertain. Also reviewed here is
the orgin of other properties inferred of the inner
core, such as anomalously high attenuation and
lateral heterogeneity. Finally, the mechanisms of
inner-core superrotation, another consequence of
the dynamical coupling between the inner core and
the outer core, are discussed.

8.10.2 Core Composition, Phase
Diagram, and Crystal Structure of Iron

This section examines the composition and phase
diagram of the core, in particular, how they impact
the solidification and deformation of the Earth’s inner
core. We also examine briefly the crystal structure of
iron under inner-core conditions. See Jeanloz (1990)
and Poirier (1994) for detailed reviews on the com-
position of the core, and Boehler (1996a, 1996b) for a
review of the pressure–temperature phase diagram of
iron (evidence for the existence of the various solid
phases and the variation of the melting temperature
with pressure).

8.10.2.1 Composition of the Core

The composition of the core remains ‘‘an uncertain
mixture of all the elements’’ (Birch, 1952). The aver-
age density of the Earth, the solar abundance of the
elements, and the presence of iron meteorites,
thought to be remnants of planetoid cores, all point
to the core containing elemental iron (Birch, 1952).
Comparison with iron meteorites (Brown and
Patterson, 1948; Buchwald, 1975) suggests that the
core also contains about 8% nickel by mass. Because
nickel has a density similar to that of iron (Stacey,
1992), its presence in the core is difficult to detect
seismically, and furthermore, little theoretical or
experimental work on the partitioning of nickel has
been carried out.

More studies have been aimed at the composition
of the less-dense alloying components in the core,
and their partitioning upon solidification. Early static
compression experiments extrapolated to core con-
ditions (Bridgman, 1949; Birch, 1952) and shock
compression experiments (McQueen and Marsh,
1966) showed that iron–nickel alloys under core
pressures are about 6–10% more dense than the
outer core (Bullen, 1949), implying that less-dense
alloying components must be present. Recent calcu-
lations using first principles and molecular dynamics
(Laio et al., 2000) confirm that liquid iron at 330 GPa
and 5400 K is about 6% more dense than the seismic
Earth model PREM in the core (Dziewonski and
Anderson, 1981), and calculations based on lattice
potential theory lean toward a 10% deficit (Shanker
et al., 2004.

Iron meteorites contain FeS (troilite) inclusions,
suggesting that FeS may alloy with iron in the core
(Mason, 1966), and experiments show that sulfur has
an affinity for liquid iron–nickel alloys, at least in the
range 2–25 GPa and 2073–2623 K (Li and Agee,
2001). Iron–sulfur–silicon liquids have been found
to be miscible above 15 GPa at 2343 K (Sanloup and
Fei, 2004). Cosmochemical arguments have been
made that the mantle is depleted in sulfur relative
to its chondritic abundance by two orders to magni-
tude, and that the missing sulfur could reside in the
core (Murthy and Hall, 1970). However, since sul-
phur is volatile, this line of argument has been
questioned (Ringwood, 1977).

FeO is absent from iron meteorites because at
atmospheric pressure it is soluble by less than 0.1%
by mass in solid iron, and its solubility increases only
slightly above the liquidus (Ringwood, 1977).
However, its solubility increases with temperature
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and pressure as it becomes metallic, so that it could
be present in the core (Ringwood and Hibberson,
1990). Other possible alloying components include
iron silicate (FexSi1�x), Fe3C, and FeH (MacDonald
and Knopoff, 1958; Wood, 1993; Fukai, 1984; Okuchi,
1997; Lin et al., 2002), all likely to be metallic under
core pressures. Abundance and volatility during con-
densation from the nebula, the mode of core
formation, and solubility in iron during core forma-
tion presumably determined the composition of less-
dense elements in the core. See McDonough (2003)
for a comprehensive discussion of light elements in
the core.

The inner core is more dense than the outer core,
by about 600 kg m�3 according to the seismic Earth
model PREM (Dziewonski and Anderson, 1981), and
550� 50 kg m�3 according to a model by Masters and
Shearer (1990). Part of this difference, perhaps
200 kg�3, can be attributed to iron being more dense
in the solid phase (Stacey 1992; Laio, et al., 2000). The
rest is attributed to the less-dense alloying components
partitioning into the outer core during solidification of
the core. This partitioning has important consequences
for the thermodynamics (see Chapter 8.02), fluid
dynamics (see Chapter 8.05), and metallurgy of the
core (see Section 8.10.3).

The seismically inferred density increase at the
inner–outer core boundary, above that due to the
phase transition, can be explained if the core is an
iron-rich alloy. However, unless the solidus slope is
vertical in a phase diagram, some nonzero fraction of
the less-dense alloying components will fractionate
into the inner core as it solidifies. Jephcoat and Olson
(1987) extrapolated the density of pure iron to inner-
core conditions and found that it is too dense to
explain the inner-core seismic data, suggesting the
inner core also contains some light alloy, equivalent
to 3–7% sulfur by mass. Similarly, Laio et al. (2000)
has calculated that solid iron under the conditions at
the inner–outer core boundary is 2–3% more dense
than given by PREM (Dziewonski and Anderson,
1981), and Lin et al. (2005) confirmed this experimen-
tally by studying the sound velocities of pure iron at
high pressure and temperature. Stixrude et al. (1997)
calculated that the mass fraction of the less-dense
element depends on which less-dense element and
compound is present (for instance, FeS vs FeS2).
However, all estimates indicate the density jump at
the inner–outer core boundary exceeds the
200 kg m�3 expected for the phase transition alone,
implying that light elements are segregating into the
outer core.

Geochemists have examined the question of
radioactive isotopes in the core, particularly U238,
Th232, and K40. Although the presence of radioactive
heat had long been proposed as a source of energy for
the geodynamo (Bullard, 1950; Gubbins et al., 1979),
the presence of heat-producing isotopes has long
been questioned, as there is little experimental evi-
dence for their solubility in liquid iron under core
conditions (McDonough, 2003). Paleomagnetic evi-
dence suggests that the Earth’s magnetic field is at
least 3 billion years old (McElhinny and Senanayake,
1980). Since the compositional buoyancy provided
by inner-core solidification helps drive the dynamo
(see Chapter 8.02), the inner core may be as old as the
dynamo. However, thermal calculations (Labrosse
et al., 2001) suggest that such an old inner core is
incompatible with the rate at which the inner core is
currently growing. A resolution to this problem may
be the presence of K40 in the core (Gessmann
and Wood, 2002; Murthy et al., 2003), which, with a
half-life of 1.25 billion years, would have been
an important heat source earlier in the Earth’s his-
tory, allowing a slow rate of inner-core growth.
Another possibility is that the power requirements
of the dynamo are less than previously thought
(Christensen and Tilgner, 2004), mitigating the
need for an old inner core and hence radioactive
heat sources. In light of all these uncertain possibili-
ties the presence of radioactive elements in the core,
and the age of the inner core, remain open questions.

8.10.2.2 Phase Diagram of Iron Alloy

Considerable work has been done in determining the
alloy phase diagram of the core and the crystal struc-
ture of iron under inner-core pressure and
temperature conditions. In a binary system with end
members A and B, where each pure solid exists only
in a single solid phase (crystal structure), and where
A and B are miscible in the liquid phase, as is likely in
the outer core (Alfe et al., 1999; Helffrich and
Kaneshima, 2004), three types of phase diagrams are
possible. Which type of phase diagram exists for a
given system is determined by the minimum in Gibbs
free energy

G ¼ H – TS ½1�

where H is the enthalpy, T is the temperature, and S

is the entropy. If the crystal structures are the same,
and the atomic sizes are similar, then A and B may be
completely miscible in the solid state as well as the
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liquid state (�H ¼ 0 upon mixing). Liquid and solid
are then both ideal solutions, and only two phases,
liquid and solid, are possible in the temperature-
composition field (Figure 1).

If the change in enthalpy upon mixing in the solid
state is non-zero, then the solid is a real solution. If

�H > 0, atoms A and B are incommensurate, either

because of a differing crystal structure, atomic size, or

both. In this case it is energetically favorable for the

mixture to remain a liquid to a temperature below that

of the pure solid melting temperatures. Accompanying

the melting point depression is a miscibility gap in the

solid at low temperatures such that two solid phases

co-exist. If �H is large enough, the miscibility gap can

extend up to the liquid phase (Porter and Easterling,

1992). In this situation, the lower entropy associated

with two separate solid phases, an A-rich �-phase and

a B-rich �-phase (rather than randomly mixed atoms

in a single phase), is made up for by the lower enthalpy

that results from A and B existing primarily in separate

phases.
Such a system exhibits a eutectic phase diagram

(Figure 2), and there exists a eutectic composition

that has a minimum melting temperature. Due to the

entropic contribution, B will have nonzero solubility

in the A-rich �-phase, and vice versa, but such a solid

solution is not ideal. Examples of this type of phase

behavior are ubiquitous, including model laboratory

systems sodium chloride–water, ammonium chlor-

ide–water, lead–tin, and zinc–tin.

In a binary system with �H > 0 it is also possible
for stable solid phases other than those of pure A and

pure B to exist. When such intermediate phases are

present (as is common with iron alloys), a more

complex phase diagram results. Other solidification

reactions such as peritectic solidification can result.

However, the essential solidification structure of the

alloy is similar to that of a eutectic system (Porter and

Easterling, 1992).
If �H < 0, it is energetically favorable for a solid

phase to form, so that a maximum in the melting

temperature occurs for some intermediate composi-

tion. Such a solid is known as an ordered alloy

because the atoms arrange themselves in a particular

structure known as a superlattice. Ordered alloys

often occur only within a certain compositional

range. There is no experimental evidence that any

of the possible core alloy components form an

ordered alloy with iron under inner-core conditions.
At low pressures Fe–FeS forms a eutectic with a

melting point depression of 600 K from that of iron.

However, Boehler (1996a) has presented evidence

showing that the melting point depression decreases

with increasing pressure, based on experiments

reaching pressures up to 62 GPa, still much lower

than the 330 GPa at the inner–outer core boundary.
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complete solubility in the liquid phase, but where �H > 0 in

the solids, so that the solids are real solutions. Because
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temperatures than the melting temperature of pure A or pure
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both the liquid and solid phases are ideal solutions. The
liquidus represents the temperature at which liquid of a

given composition solidifies. A horizontal tie line at that
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of the compositional difference between the liquid and solid.
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This suggests that Fe–FeS may form an ideal solid
solution at inner-core pressures. This does not pre-
clude an iron-enriched inner core, provided the
liquidus and solidus are sufficiently separated in
composition (the phase loop in Figure 1 is wide),
and the melting temperature of iron is higher than
that of FeS, at core pressures. The latter may well be
the case (Boehler, 1992; Anderson and Ahrens, 1996).
However, Alfe et al. (2000) found from ab initio calcu-
lations that the concentration of sulfur in the solid
state is very nearly that of the liquid state. Such a
similarity in composition would seem to have diffi-
culty explaining the excess density jump at the
inner–outer core boundary. (The similarity indicates
that the liquidus and solidus are close in composition.
While this suggests an ideal solid solution, a eutectic
system could still be a possibility if a significant
fraction of the inner core has not yet cooled to the
eutectic temperature (Fearn et al., 1981).)

On the other hand, FeO alone may not be able to
explain the presence of a less-dense component in the
inner core. Sherman (1995), also using first-
principles calculations, showed that the concentration
of oxygen in the solid state is very low at inner-core
pressures. However, Alfe et al. (1999) suggested that
the concentration could be higher for other assumed
crystal structures, and Stixrude et al. (1997) were able
to explain the inner-core density with FeO present in
solid solution with pure iron rather than as a mixture
of separate phases.

Since the composition of the core remains uncer-
tain, the phase diagram is also uncertain, but in spite
of these uncertainties it is likely that a binary phase
diagram captures the salient features of core
solidification.

8.10.2.3 Crystal Structure of Iron

Understanding the solid phase(s) of pure and alloyed
iron under inner-core conditions is central to inter-
preting the seismic anisotropy of the inner core (see
Section 8.10.5). Figure 3 summarizes the phase
boundaries of iron. Under atmospheric pressure and
room temperature, pure iron takes on a body-cen-
tered cubic (b.c.c.) crystal structure (the �-phase). At
higher temperatures it undergoes a phase transforma-
tion to a face-centered cubic (f.c.c.) crystal structure
(the �-phase), and before melting it undergoes an
entropy-driven phase transformation to another
b.c.c. crystal structure (the �-phase). At high pressure,
pure iron transforms to a phase with a higher packing
density, the hcp "-phase. It has generally been

thought that this is the stable phase of iron under
inner-core conditions, though there have been some
reports of a double h.c.p. phase (the �-phase; Saxena
et al., 1993). However, this experimental inference has
been questioned (Vocadlo et al., 1999; Kubo et al.,
2003). It has also been suggested that at the high
temperatures of the inner-core, "-iron could trans-
form to a b.c.c. phase (Ross et al., 1990; Matsui and
Anderson, 1997; Belonoshko et al., 2003). The role of
impurities on the stable phases of iron under inner-
core conditions is also under scrutiny (Vocadlo et al.,
2003).

8.10.3 Solidification of the Inner Core

Although hottest at the center, the inner core is
solidifying directionally outwards due to the effect
of pressure on the liquidus slope. A flat solid–fluid
interface can become morphologically unstable
(Mullins and Sekerka, 1963, 1964) due to constitu-
tional supercooling (Rutter, 1958; Porter and
Easterling, 1992). This occurs when rejection of
solute during solidification of an alloy leads to a
solute boundary layer in the fluid with a scale thick-
ness D/V, where D is the solute diffusivity and V is
the inner-core growth velocity. If the gradient of the
local freezing temperature (the liquidus)

dTL=dz ¼ �T=ðD=V Þ ½2�

where �T is the temperature difference between the
liquidus and solidus, exceeds the actual temperature
gradient in the fluid, dT=dz, then freezing is pre-
dicted ahead of the flat solid–fluid interface (see
Figure 4). This results in the growth of a solid
perturbation into the fluid.
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Morphological instability due to constitutional
supercooling typically results in dendritic growth
of solute-poor solid, with interdendritic, solute-
rich pockets. Dendrites oriented close to the direc-
tion of heat flow grow most rapidly (dendrites also
grow in particular crystallographic directions, the
key to solidification texturing). Directionally solidi-
fied alloys exhibit columnar crystals, elongated in
the direction of dendritic growth (Porter and
Easterling, 1992). The mushy zone is the mixed
solid–fluid region during dendritic growth. Mushy
zones are ubiquitous features in directionally soli-
difying metallic alloys, organic systems, and
aqueous salt solutions on both sides of the eutectic,
though they are less common in silicates because of

the low entropy associated with faceted dendrites
(Jackson, 1958; Miller and Chadwick, 1969).

Loper and Roberts (1981) extended the condition
for morphological instability to include the effect of
pressure variations on the liquidus, estimating that
the inner-core growth rate is nearly 500 times super-
critical. In essence, the argument for morphological
instability of the inner-core boundary rests on the
small temperature gradient dT=dz near the inner-
core boundary, in spite of the inner-core growth
velocity V also being very small. Fearn et al. (1981)
suggested that the center of the Earth could exceed
the eutectic temperature, so that the entire inner core
would be in a mushy state.

Loper and Roberts (1978, 1980) also examined the
thermodynamics of a slurry, which is a general mixed
phase region. They considered an inner core formed
by precipitation of heavy, iron-rich particles down-
wards. Shimizu et al. (2005) later considered the
possibility that the inner core might in part grow by
precipitation rather than dendritic growth, so that the
region near the inner–outer core boundary might be
a slurry layer rather than a mushy layer. They found,
however, that morphological instability is likely for
all realsitic values of the liquidus concentration slope.

Morse (1986, 2002) has questioned the prediction
of a mushy inner core on other grounds – the
assumption that heat and solute near the inner–
outer core boundary are removed only by diffusion.
Loper and Roberts (1981) ignored the effect of con-
vection, arguing that it must become small near the
boundary, but Morse (1986, 2002) suggests that con-
vection at the base of the outer core reduces the
solute buildup, making the inner-core growth rate
nearly five orders of magnitude less than that needed
for morphological instability.

Section 8.10.5.4 summarizes the seismic evidence
for solidification structures in the inner core. There is
also meteoritic evidence, although this evidence is
ambiguous because of the relative lack of data and the
large extrapolation from a meteorite to a planetary
core. Iron meteorites such as those from the Cape
York shower exhibit compositional gradients that are
too large to result from the general fractionation of a
planetoid core, but instead are more likely due to
microsegregation between secondary and tertiary
dendrite arms (Esbensen and Buchwald, 1982;
Haack and Scott, 1992). Moreover, the FeS (troilite)
nodules in meteorites are elongated and oriented,
suggesting interdendritic pockets of melt during
directional solidification (Esbensen and Buchwald,
1982).

Solid Liquid

Critical
temperature

gradient

T

Constitutional supercooling

ΔT

T1

C
om

po
si

tio
n

Te
m

pe
ra

tu
re

V

C0

C

Z

D/V

Figure 4 Dendritic growth in directionally solidifying alloys

can occur when the liquid is constitutionally supercooled.
Adjacent to the solid is a solute boundary layer of scale

thickness D/V, where D is the solute diffusivity and V is the

growth rate of the solid. The solute concentration C in the

boundary layer is enriched relative to its value C0 far from the
solid. This enrichment depresses the equilibrium freezing

temperature TL by an amount �T from its value far from the

solid. If the temperature T in the liquid is less than TL, then
solid is predicted ahead of the solid/liquid interface, a

condition known as constitutional supercooling. The criterion

for constitutional supercooling is that the temperature

gradient in the liquid, dT/dz < �T/(D/V). Adapted from Porter
DA and Easterling KE (1992) Phase Transformations in Metals

and Alloys. London: Chapman and Hall.
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8.10.4 Grain Size and Rheology in
the Inner Core

The rheology of iron at core conditions governs the

style and rate of deformation in the inner core. For
timescales longer than the Maxwell relaxation time

� ¼ �=G ½3�

the inner core can be considered to behave as a viscous
fluid. Here � is the viscosity and G is the rigidity.
Current estimates of inner-core viscosity span a large
range, of the order 1013–1021 Pa s, but even if the upper
limit applies the inner core is less viscous than the
mantle, because it is closer to its melting temperature.
With a rigidity of the order of 1011 Pa (Dziewonski and
Anderson, 1981), � is between 102 and 1010s, which is
far shorter than mantle timescales. Constraints from
rheology come from theoretical and empirical laws of
mineral physics, and from elastic and anelastic proper-
ties of seismic waves at various frequencies. Here, we
review the viscous properties followed by the elastic
and anelastic properties.

Viscosity relates the stress � to the strain rate
d"=dt . The general form of the strain rate in a solid
can be expressed as

d"=dt ¼ AðDGbÞ=ðkTÞðb=dÞpð�=GÞn ½4�

where D is the diffusion coefficient, b is the Burgers
vector, k is Boltzmann’s constant, T is temperature, d

is the grain size, and p, n, and A are dimensionless
constants (Van Orman, 2004).

Deformation occurs under imposed stress either by
the diffusive movement of vacancies and atoms, or from
slipping of lattice by dislocations (Poirier, 1985). Both of

these mechanisms of deformation coexist, but the
mechanism that gives the larger strain rate under a
given stress becomes the predominant one. At high stress
conditions, power law creep (p¼ 0, n¼ 3–5) gives the

largest strain rate under a given stress. The nonlinear

dependence of strain rate on stress results because the

dislocation density increases with applied stress.
At low-stress conditions, both dislocation

(Harper–Dorn creep) and diffusion creeps are possi-
ble. For large grain size, a Newtonian-type

dislocation creep (Harper–Dorn creep, with p¼ 0,

n¼ 1) dominates over diffusion creep. A Newtonian

dependence is interpreted to arise from dislocation

density that is independent of stress. One interpreta-

tion for the stress-independent dislocation creep was

provided by Wang et al. (2002), who suggested that

dislocation density results from the sum of two stres-

ses: the applied stress and the Peierl’s stress required

to move the dislocations. For low-stress conditions

Peierl’s stress dominates, and the dislocation density

becomes independent of applied stress. For small

grain size, a Newtonian diffusion creep becomes fas-

ter. This is because the smaller grain size yields a

larger spatial gradient of density of vacancies or

atoms, which causes the deformation. There are two

types of diffusion creeps: one where diffusion occurs

within the lattice (Nabarro–Herring creep: p¼ 2,

n¼ 1) and the other where diffusion occurs along

the grain boundaries (Coble creep: p¼ 3, n¼ 1). The

activation energy for grain boundary diffusion is

smaller than that for lattice diffusion (Poirier, 1985),

so for the high-temperature conditions of the inner
core, Nabarro–Herring creep is more important.

These regimes of deformation are summarized in the
form of deformation mechanism maps for various mate-

rials of interest (Frost and Ashby, 1982; also see Table 1

for a general summary of the various high-temperature

deformation mechanisms). Deformation mechanism

maps are often constructed as a function of homologous

temperature, T=Tm, (where Tm is the melting tem-

perature) and normalized stress, �=G. Compilation of

data have shown that materials with the same crystal

Table 1 High temperature deformation mechanisms

p¼0
(grain size independent) p¼2 p¼3

n¼ 1(Newtonian) Harper–Dorn creep Nabarro–Herring creep Coble creep

(dislocation density independent of

stress)

(diffusion within

lattice)

(diffusion along grain

boundaries)

Low stress Low stress Low stress
Large grain size Small grain size

n¼ 3–5 Power law creep

(dislocation density increases

with stress)
High stress
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structure and similar bonding have similar deformation
mechanism maps (Frost and Ashby, 1982), so h.c.p.
metals can be used as an analog of h.c.p. iron to estimate
the constants in eqn [4]. Homologous temperature of
the inner core is high (>0.9), so we are left with estimat-
ing the magnitude of stress and grain size in order to
estimate the viscosity of the inner core.

Several studies have sought to identify and quantify
sources of stress in the inner core (see also Section
8.10.5). For instance, Jeanloz and Wenk (1988) consid-
ered a nonadiabatic large-scale degree-one flow in the
inner core. They assumed a temperature variation of
about 1 K with a length scale of 1000 km, and estimated
that a buoyancy stress of about 104 Pa would arise.
Together with the deformation mechanism of iron
(Frost and Ashby, 1982), they estimated a viscosity of
1010–1016 Pa s. This leads to a very large strain rate
of the order of 10�9 s�1, or an equivalent flow velocity
of about 10�3 m s�1, which is unrealistically fast.

Yoshida et al. (1996) considered an anisotropic
inner-core growth and obtained a strain rate of the
order of 10�18 s�1. Such a small strain rate is a result
of a very slow growth rate of the inner core. They
considered power law creep and Nabarro–Herring
(diffusion) creep as possible candidates. From evaluat-
ing the stress needed to cause this strain rate, they
showed that diffusion creep occurs for a grain size less
than 6 m, and a power law creep occurs if the grain size
is larger than 6 m, though there are uncertainties in the
parameter values used. As an additional condition, they
assumed that dynamic recrystallization governs the
grain size, which yields a smaller grain size for larger
stress. Using these constraints, they obtained a grain
size of 5 m, which is marginally in the diffusion creep
regime, and a viscosity of 3� 1021 Pa s. In another
model, they applied a Maxwell relaxation model to
seismic attenuation data, and estimated the viscosity
to be greater than 1016 Pa s.

Bergman (1998, 2003) examined the issue of grain
size in the inner core. One constraint on grain size
comes from assuming that the frequency-dependent
inner core attenuation (see Section 8.10.5.4 of this
chapter) arises from scattering (e.g., Cormier et al.,
1998; Cormier and Li, 2002). For this case, the grain
size becomes large, of the order of a seismic body
wavelength, that is, 100 m to 1 km (Bergman, 1998). It
is also possible to estimate the grain size from extra-
polation of dendrite size obtained from laboratory
experiments (although by six orders of magnitude!).
Due to the slow cooling rate in the inner core, the
grain size estimate is of the order of a few hundred
meters (Bergman, 2003).

Van Orman (2004) argued that Harper–Dorn creep
is the dominant deformation mechanism in the inner
core. This mechanism occurs at low stress and large
grain size conditions, a regime not considered by
Yoshida et al. (1996). For the low stress level in the
inner core, Van Orman (2004) showed that power law
creep is unlikely, and that Harper–Dorn creep would
occur for grain sizes exceeding 10–30mm. In this likely
case, the estimated viscosity becomes 1010–1012 Pa s,
which is quite small. The deformation mechanism in
the inner core thus remains unclear.

It is important to note that the above estimates are
for solid h.c.p. iron. The presence of melt within the
inner core would drastically reduce the viscosity, so
that the above estimates should be taken as an upper
limit. In addition, the presence of melt would promote
diffusion of atoms along grain boundaries, and cause
pressure solution-type creep (which is similar to Coble
creep), thus resulting in a grain-size dependence.

8.10.5 Origin of the Inner-Core
Elastic Anisotropy

8.10.5.1 An Overview

Inner-core elastic anisotropy, where P-waves travel
about 3% faster in the polar direction than parallel to
the equatorial plane, with a larger degree of anisotropy
in the deeper inner core, is well established from seis-
mic body waves and free oscillations. The most
plausible interpretation, based on the analogy with
mantle anisotropy, is that it results from the lattice-
preferred orientation of the h.c.p. iron that comprise the
inner core. Alternatively, it could be due to shape-
preferred orientation of melt pockets (Singh et al.,
2000). Seismology has also shown that there is an
attenuation anisotropy, where P-waves in the polar
direction are more attenuated (see Section 8.10.5.4;
Creager, 1992; Song and Helmberger, 1993; Souriau
and Romanowicz, 1996, 1997; Yu and Wen, 2006).

A variety of models have been proposed to explain
the origin of inner-core elastic anisotropy. We can
classify them into two categories. The first category
consists of dynamical models, which assume the crystals
align as a result of plastic deformation within the inner
core. The second set of models assume that the inner-
core texture forms during solidification from the liquid
outer core. Table 2 lists the advantages and drawbacks
of each of the models. In the next subsection we sum-
marize the anisotropic properties of h.c.p. iron and its
style of slip under dislocation creep, followed by a
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review of the two categories of models for understand-
ing inner-core elastic anisotropy.

8.10.5.2 Anisotropy of h.c.p. Iron

The anisotropy of h.c.p. iron at inner-core conditions
was first estimated from analog h.c.p. metals. Wenk et al.
(1988) considered Ti at room conditions to be a good
analog for the inner core because it has a similar c=a

ratio and ratio of linear compressibility as h.c.p. iron.
They concluded that P-waves should be faster in the c-
axis direction. Sayers (1989) analyzed several h.c.p.
metals and arrived at the same conclusion. These esti-
mates were based on room temperature values.
Bergman (1998) argued, based on the temperature
dependence of the elastic constants of h.c.p. metals,
that the magnitude of anisotropy of h.c.p. iron would
become even larger at core temperatures.

In recent years, first-principles calculations and
high-pressure experiments have made direct determi-
nation of elastic constants possible (Steinle-Neumann
et al., 2003). Stixrude and Cohen (1995) calculated elas-
tic constants of h.c.p. iron at core pressures (but 0 K),
again finding the c-axis fast, by about 4% for compres-
sional waves. These calculations were then extended to
high temperatures by Steinle-Neumann et al. (2001),
who found that the sense of P-wave anisotropy reversed
from that at 0 K, so that the a-axis of a single crystal is
10–12% faster than the c-axis at high temperature.

According to Steinle-Neumann et al. (2001), the seismic

inference of a 3% fast P-wave velocity in the polar

direction can thus be explained by 1/3 alignment of

a-axes (or basal planes) in the polar direction. However,

calculations by Gannarelli et al. (2003) did not find a

reversal of the sense of anisotropy. Experimental deter-

mination of the elastic constants by Mao et al. (1998,

1999) inferred a bulk modulus and rigidity similar to

previous values, but with the fast axis lying at an angle

intermediate between the c- and a-axes.
If the preferred orientation of h.c.p. iron occurs by

dislocation creep, a critical issue is whether the predo-

minant slip plane is basal or prismatic. Poirier and Price

(1999) applied the criterion derived by Legrand (1984)

to determine whether basal or prismatic slip dominates

in h.c.p. iron. To distinguish between the various slip

regimes, Legrand (1984) defined a parameter R as

R ¼ ðc66 ? �BÞ=ðc44 ? �PÞ ½5�

where c66 and c44 are elastic constants and �B and �P are
the stacking fault energies in the basal and prism planes,
respectively. Legrand (1984) showed that when R < 1
the primary slip system is basal and when R > 1 it is
prismatic. Using ab initio calculations, Poirier and Price
(1999) calculated the stacking fault energies for h.c.p.
iron, and using the published elastic constants for 0 K
h.c.p. iron, they found that R becomes 0.37–0.43, indi-
cating that h.c.p. iron slips predominantly on the basal

Table 2 Models for inner-core anisotropy

Mechanism Reference Advantages Drawbacks

Deformation models

Inner-core thermal

convection

Jeanloz and Wenk (1988) Analogy with mantle Inner core not likely to

be thermally
convecting

Preferential equatorial

solidification due to
outer core convection

Yoshida, et al. (1996) Explains relation of fast axis with spin

axis, preferential solidification
observed in lab experiments

Low stress levels so that

texture may take age
of IC to develop

Radial component of

Maxwell stress

Karato (1999) Anisotropy reflects magnetic field,

larger stress level

Stress likely to be

balanced by other

stresses
Azimuthal component of

Maxwell stress

Buffett and Wenk (2001) Can sustain flow Requires c-axis to be

slow, depth

dependence?

Solidification models
Paramagnetic

susceptibility

Karato (1993) Novel Iron under inner-core

conditions not likely

to be paramagnetic

Anisotropic heat flow
due

to outer core

convection

Bergman (1997) Observed in lab, simple depth
dependence,

may also explain attenuation

anisotropy

Requires c-axis to be
fast, effects of

deformation?

None of the models by themselves can easily explain latitudinal variations, or abrupt changes with depth.
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plane. This result is also obtained when the elastic
constants of Steinle-Neumann et al. (2001) are used.

Wenk et al. (2000b) conducted high-pressure defor-
mation experiments of h.c.p. iron in a diamond anvil, at
pressures of up to 220 GPa. By imposing a uniaxial
nonhydrostatic stress, they found that c-axes align par-
allel to the axis of the diamond cell. Comparing with the
results from plasticity theory, they found that basal slip
is dominant in determining the overall preferred orien-
tation even if prismatic slip is favored over basal slip.

8.10.5.3 Dynamical Models

The key issues for a dynamical origin of the preferred
orientation are the source and pattern of stress, and the
mechanism of alignment. The first of the dynamical
models was by Jeanloz and Wenk (1988), who proposed
that preferred orientation of h.c.p. iron is caused by
inner-core convection driven by internal heat sources.
By evaluating the radiogenic heat generation in the
inner core, they concluded that the Rayleigh number
in the inner core is supercritical. They showed that if a
spherical harmonic degree l¼ 1 convection exists in the
inner core, then the resulting simple shear flow in the
equatorial region yields a c-axis alignment of about 45�

from the polar direction. Averaging such a crystal align-
ment, and using the elastic constants of Ti, Jeanloz and

Wenk obtained a fast P-wave in the polar direction.
There are, however, several issues with this model.
First, the amount of radiogenic heat is highly uncertain
so that thermal convection in the inner core may not
occur. Thermal history calculations generally do not
yield thermal convection in the inner core because the
geothermal gradient in the inner core becomes smaller
than the adiabat (due to the slow growth rate of the
inner core), which allows sufficient time for the inner
core to cool (Sumita et al., 1995; Yoshida et al., 1996;
Yukutake, 1998). Also, this model does not explain why
a degree 1 convection pattern with a symmetry axis
corresponding to the rotation axis should be preferred.
Later, numerical studies of thermal convection in the
inner core were carried out by Weber and Machetel
(1992), and by Wenk et al. (2000a). In the latter study,
preferred orientation of h.c.p. iron under a polar down-
welling and an equatorial upwelling was calculated,
which resulted in a fast P-wave in the polar direction.

An explanation for an inner-core flow pattern with
an axis coinciding with the rotation axis was given by
Yoshida et al. (1996). They argued that the inner-core
growth should be of zonal degree 2 because of the
columnar convection in the outer core, which transports
heat more efficiently from low latitudes of the inner
core. This causes the inner core to grow faster near the
equator (see Figure 5). Experiments conducted by

N
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Lorentz force
(Maxwell stress)

Inner core
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Magnetic field line
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Figure 5 Some dynamical models exhibiting a radial flow in the inner core. In these models such flow is considered to be

responsible for the preferred orientation of crystals. (a) An internally heated inner core can convect. A degree 1 mode is the

first unstable mode. Adapted from Jeanloz R (1990) The nature of the Earth’s core. Annual Review of Earth and Planetary
Sciences 18: 357–386. (b) Convection in a rapidly rotating, spherical fluid shell such as the outer core is more efficient at

transporting heat perpendicular to the rotation axis. This leads to an inner core that solidifies more oblately than the

gravitational equipotential. A solid-state flow results, and the stress may lead to a recrystallization texture. Adapted from
Yoshida S, Sumita I, and Kumazawa M (1996) Growth model of the inner core coupled with outer core dynamics and the

resulting elastic anisotropy. Journal of Geophysical Research 101: 28085–28103. (c) Maxwell stresses resulting from the

magnetic field in the outer core can squeeze the inner core, causing a flow. Here a toroidal magnetic field is shown to cause

such flow. In this model, the flow pattem depends on the magnetic field pattem of the outer core. Adapted from Karato S
(1999) Seismic anisotropy of the Earth’s inner core resulting from flow induced by Maxwell stresses. Nature 402: 871–873.

308 Inner-Core Dynamics



Bergman et al. (2005) show this effect in a rotating
hemisphere of salt water solidifying from the center.
However, because of the density difference between
the inner and outer cores, the inner core must deform
isostatically to maintain its spherical shape, and an over-
all stress field with uniaxial tension in the polar
direction results. Using the elastic constants of
Stixrude and Cohen (1995) and Kamb’s theory of pre-
ferred orientation by recrystallization under stress
(Kamb, 1959), Yoshida et al. (1996) showed that this
model can explain the observed inner-core anisotropy.
Sumita and Yoshida (2003) used the same model with
the elastic constants of Steinle-Neumann et al. (2001)
and found that a-axes aligning in the polar direction can
explain the sense of anisotropy. One problem with
this model is that the stress resulting from anisotropic
growth is quite small due to the slow growth rate of the
inner core. As a result, preferred orientation would take
a geologically long time (on the order of 109 years) to
develop. The applicability of Kamb’s theory under the
presence of dislocations is also uncertain.

Karato (1999) argued that Maxwell stresses result-
ing from the geomagnetic field generated in the outer
core could also induce flow in the inner core, by
radially squeezing the inner core at the ICB. In this
model, a toroidal magnetic field of B¼ 10�2 – 10�1 T
results in Maxwell stresses �¼ 102 � 104 Pa. Since
the induced flow pattern in the inner core is con-
trolled by the magnetic field pattern in the outer
core, this model predicts that the inner-core aniso-
tropy reflects the magnetic field pattern. However,
Buffett and Bloxham (2000) questioned whether the
Maxwell stresses can actually drive a radial flow in
the inner core, or whether they are simply balanced
by other stresses. They considered the balance
between magnetic, pressure and buoyancy stresses,
and showed that these stresses would not equilibrate
because of the incompatibility between thermody-
namic and hydrostatic equilibrium conditions at the
ICB. As a result, they predict that viscous flow would
occur, but they also showed this flow to be weak and
confined near the ICB. As a result, they concluded
that the radial component of the Maxwell stress is
unsuitable for causing preferred orientation.

Buffett and Wenk (2001) used the elastic constants
by Steinle-Neumann et al. (2001), and considered the
Lorentz force tangential to the inner core. They
calculated the resulting anisotropy that forms under
an inner-core shear flow. The resulting stress in this
model becomes quite small, of the order of several Pa.
Assuming both basal and prismatic slips to occur for
h.c.p. iron, they showed that the c-axes become

parallel to the equatorial plane, which is consistent
with the seismic inferences, if the c-axis of h.c.p. iron
under inner-core conditions is indeed the slow direc-
tion. Since the Maxwell stress decreases with the
distance from the inner-core boundary, the align-
ment becomes weak with depth, so that an
explanation is needed to produce a stronger aniso-
tropy with depth. Another issue is that the stress field
depends strongly on the morphology of the magnetic
field, which is not known well.

To summarize, the condition of thermodynamic
equilibrium at the ICB is important in evaluating the
flow pattern in the inner core, as the analysis of Buffett
and Bloxham (2000) showed. Since the flow pattern in
the outer core, the solidification at the ICB, and the
pattern and magnitude of Maxwell stresses are all
coupled, a self-consistent model of inner-core aniso-
tropy needs to properly incorporate all of these effects.

8.10.5.4 Solidification Texturing Models

The second category of models to explain the origin of
inner-core anisotropy invoke solidification. Karato
(1993) proposed that h.c.p. iron may have a para-
magnetic susceptibility and would align during
solidification under a magnetic field, hence resulting
in a preferred orientation. However, this model
predicts larger anisotropy near the ICB, which is incon-
sistent with the observations. Furthermore, theoretical
studies show h.c.p. iron to be nonmagnetic at core
pressures (Söderlind et al., 1996; Steinle-Neumann
et al., 1999).

A solidification texturing during directional cool-
ing was shown by Bergman (1997) to be a possible
mechanism for understanding inner-core elastic
anisotropy. The directional cooling occurs perpendi-
cular to the rotation axis, as a result of the pattern of
convection in the outer core, as suggested by Yoshida
et al. (1996), later demonstrated in experiments by
Bergman et al. (2005). Solidification experiments on
tin-rich alloys exhibit dendrites that grow in a parti-
cular crystallographic direction controlled by the
direction of heat flow, resulting in elastic anisotropy.
This result was extended to h.c.p. zinc alloys by
Bergman et al. (2000). Hence, the direction of heat
flow becomes a preferred crystallographic direction
(Figure 6). The geometry of the crystal growth
results in an increase in anisotropy with depth. The
effect of fluid flow on solidification texturing of h.c.p.
zinc alloys was examined by Bergman et al. (2003). In
analogy with the solidification of h.c.p. sea ice, the
experiments showed that the fluid flow causes
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transverse texturing, indicating that alignment is sen-
sitive to the direction of fluid flow as well as that of
heat flow.

Brito et al. (2002) conducted directional solidifica-
tion experiments using liquid (pure) gallium, and
measured the resulting anisotropy of the polycrystal-
line gallium. They found that for all cases crystals
elongated parallel to the imposed thermal gradient

that determined the direction of crystal growth, and
that other factors such as turbulence and magnetic field
have little influence. They also found that the preferred
orientation of crystals is controlled primarily by the
presence of seed grains, and that this strongly affects
the amount of anisotropy. Seeding has been observed to

have more of an effect on the texture of solidifying
fresh water than salt water (Weeks and Wettlaufer,
1996). Unresolved issues with solidification texturing
include whether conduction will dominate over con-
vection as regards heat transport in the outer core, the
role of post-solidification deformation in modifying the

solidification texture, whether the observed depth
dependence can be explained by the simple depth
dependence predicted by geometry, and uncertainty
as to the sense of fastest wave propagation in h.c.p.
iron under inner-core conditions.

8.10.6 Origin of Other Inner-Core
Seismic Structures

In this section we review other seismic structures of the
inner core, and their geodynamical interpretations.

8.10.6.1 Properties and Structure of
the Inner-Core Boundary

The inner-core boundary has been found to be seis-
mically sharp, with a transition thickness of less than
5 km (Cummins and Johnson, 1988). Such a sharp
inner-core boundary may be explained by a rapid
increase in solid fraction of partial melt with depth,
which might result from convection within the
mushy layer (Loper, 1983) or from compaction
(Sumita et al., 1996). It has been proposed that the
inner-core radius may depend on frequency, if the
inner-core boundary is a diffuse boundary defined by
the relaxation time equivalent to the period of a
seismic wave (Anderson, 1983). However, this has
not been substantiated, which indicates that the
inner-core boundary is probably not a gradual transi-
tion from the outer core to the inner core.

We next consider structure near the inner-core
boundary. At the high pressures of the Earth’s core,
the difference between the bulk modulus of the solid
and liquid is small. As a result, the P-wave velocity
jump at the inner-core boundary arises primarily
from the finite rigidity of the inner core. The bottom
most part of the outer core has been found to have a
small to zero P-wave velocity gradient compared to
PREM (Souriau and Poupinet, 1991; Song and
Helmberger, 1992, 1995; Kaneshima et al., 1994).
One interpretation is that this is a layer with solid
crystals that are not interconnected, such that the
rigidity is zero. P-wave velocity in this layer is then
given approximately by the Wood’s formula (Mavko
et al., 1998)

V ¼ ðKR=	Þ1=2 ½6�

where KR is the Reuss average of the bulk modulus of
the solid–liquid composite, and 	 is the average
density.

If we use the values at the top of the inner core for
solid and bottom of the outer core for liquid, then we
find that the average density increases more with
solid fraction than does the average bulk modulus.
As a consequence, P-wave decreases with solid frac-
tion. For example, a 20% volumetric fraction of solid
particles yields a velocity decrease of approximately

Rotation axis

Heat flow

Longitudinal cross section Equatorial cross section

Figure 6 A solidification texturing model resulting in a

preferred orientation of crystals. Heat flow perpendicular to

the rotation axis leads to dendritic growth in the cylindrically

radial direction. The heavier lines represent columnar
crystals, the lighter lines primary dendrites. The left panel

represents a longitudinal cross section, the right panel an

equatorial cross section. North–south seismic rays (left
panel), represented by the dotted arrows, are always

perpendicular to the growth direction of dendrites. The

component of rays perpendicular to the rotation axis (right

panel) that is parallel to the growth direction of dendrites
increases with turning depth in the inner core. This is the

origin of the depth dependence associated with

solidification texturing of the inner core. (Such geometric

depth dependence becomes less strong for rays not turning
on the equatorial plane.) Adapted from Bergman MI (1997)

Measurements of elastic anisotropy due to solidification

texturing and the implications for the Earth’s inner core.
Nature 389: 60–63.
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0.2%. Highly porous dendrites such as those
observed in the solidification of ammonium chloride
crystals, which does not allow shear waves to propa-
gate, may be analogous to such a layer. Such a layer
also results in attenuation. A frequency-dependent
attenuation at the top of the outer core has been
reported (e.g., Tanaka and Hamaguchi, 1993). A simi-
lar analysis for the bottom of the outer core may be
used to constrain the solid fraction in this layer
(Stevenson, 1983). An apparent absence of scattering
in this layer, may also be used to constrain the length
scale of dendrites.

8.10.6.2 Inner-Core Attenuation and
Scattering

Knowledge of seismic attenuation in the inner core
could give earth scientists considerable insight into
the nature of the inner core, but at present the depth
and frequency dependence of the seismic quality
factor in compression Q� or in shear Q� remain
uncertain (Masters and Shearer, 1990). At body-
wave frequencies (1 Hz), Q� in the upper inner core
is quite low, about 200, increasing to 440–1000 dee-
per into the inner core (Cormier, 1981; Doombos,
1983; Souriau and Roudil, 1995). Using normal
modes, Widmer et al. (1991) found Q� to be even
lower, about 120. Little depth resolution is available
from normal-mode data.

Taken together these studies could indicate a
frequency dependence of attenuation, or high
attenuation in compression, but mineral physicists
are not in agreement. Mao et al. (1998) found that
the aggregate shear wave speed of h.c.p. iron extra-
polated from 220 GPa and room temperature to
inner-core conditions is about 15% greater than
that in the inner core (Dziewonski and Anderson,
1981), suggesting near-melting softening. However,
some studies (Jackson et al., 2000; Laio et al., 2000;
Steinle-Neumann et al., 2001) found a Poisson’s ratio
for h.c.p. iron under inner-core conditions compar-
able to that from PREM, suggesting that the high
Poisson’s ratio of the inner core is an intrinsic prop-
erty of h.c.p. iron at high temperature.

Attenuation in the inner core can result from intrin-
sic relaxation and diffusion mechanisms, and from
scattering. As seismic waves travel they cause an adia-
batic pressure perturbation, which causes a temperature
change and, potentially, freezing and melting. These
cause thermal and compositional diffusion, and result in
attenuation. Loper and Fearn (1983) derived an expres-
sion for frequency-dependent attenuation due to

diffusion. Under this mechanism, attenuation increases

with melt fraction, with peak attenuation at the time-

scale corresponding to thermal and compositional

diffusion.
Singh et al. (2000) evaluated the attenuation for

the case where liquid can flow in the interconnected

space of a solid matrix, as a result of the pressure

variations arising from the propagation of seismic

waves. In the seismic frequency range of interest,

their results showed an attenuation peak at a viscosity

of around 250 Pa s. Likely values for the molecular

viscosity of iron at core conditions (Section 8.10.4)

are five orders of magnitude smaller than this, so

that attenuation from this mechanism is negligibly

small.
Another interesting finding is the coda waves fol-

lowing the inner-core-reflected wave (PKiKP) (e.g.,

Vidale and Earle, 2000). One interpretation is that

these are caused by strong scatterers with a scale

length of about 2 km in the outermost 300 km of the

inner core (Vidale and Earle, 2000). They may alter-

natively be due to reverberation effects near the

inner-core boundary (Poupinet and Kennett, 2004).

Laboratory experiments indicate that there are at

least three length scales associated with solidification

that could be relevant to scattering: the grain size, the

spacing between dendrites, and the spacing between

the chimneys of the upwelling in the mushy layer

(e.g., Tait et al., 1992). Reverberation near the inner-

core boundary might be caused by waves trapped in a

low-Q mushy zone between the high-Q outer core

and the deeper inner core.
Scattering can give rise to an apparent Q that is

lower than the intrinsic material value. This has been

explored by Cormier (1981) and Cormier and Li

(2002) for 10–30 km wavelength body waves.

Bergman (1998) and Cormier et al. (1998) also exam-

ined whether anisotropic scattering as a result of

columnar crystal growth might also be responsible

for an attenuation anisotropy (Creager, 1992; Souriau

and Romanowicz, 1996, 1997; Oreshin and Vinnik,

2004; Yu and Wen, 2006), where waves traveling

parallel to the fast rotation axis exhibit smaller ampli-

tudes and more complex waveforms. Anisotropic

scattering has been observed in directionally solidi-

fied h.c.p. zinc alloys (Bergman et al., 2000). Like the

elastic anisotropy, the attenuation anisotropy may

also have a hemispherical variation. On the other

hand, some studies have shown that there are regions

without such attenuation anisotropy (Helffrich et al.,

2002).
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8.10.6.3 Hemispherical Variation of
Seismic Velocity, Anisotropy, and
Attenuation

Next we turn to laterally heterogeneous structures in
the inner core. Recent seismological studies have
revealed that there exists a large-scale longitudinal
variation in P-wave velocity and its anisotropy,
which appears to be depth dependent. Using
P-waves traveling in the east–west direction, it was
found that the eastern hemisphere has a larger Vp and
also a smaller Q compared to the western hemisphere
(Tanaka and Hamaguchi, 1997; Niu and Wen, 2001;
Wen and Niu, 2002; Cao and Romanowicz, 2004),
and using P-waves traveling in the polar direction, it
was found that the Western Hemisphere has a larger
anisotropy compared to the Eastern Hemisphere
(e.g., Tanaka and Hamaguchi, 1997; Creager, 1999).
Furthermore, Cao and Romanowicz (2004) found a
hemispherical variation of the depth dependence of
attenuation of P-waves. Their results indicate that Q

in the Eastern Hemisphere increases with depth,
whereas that in the Western Hemisphere decreases
with depth. Since the outer core and deep inner core
have a large Q, a minimum Q should exist somewhere
near the ICB. They proposed that this minimum
exists at a deeper depth in the Western Hemisphere
compared to the Eastern Hemisphere.

Such hemispherical structure may be produced by
lateral variation of the inner-core solidification rate,
caused by the outer-core flow controlled by the
thermally heterogeneous mantle (Sumita and Olson,
1999, 2002). More rapid solidification of the inner
core in the Western Hemisphere would lead to a
porous inner core because there is insufficient time
to expel liquid by compaction, leading to a low Vp
there. Similarly, if the inner-core anisotropy results
from preferential growth, the Western Hemisphere
would have a larger anisotropy. On the other hand,
long-term mantle control to explain hemispherical
variations requires that the inner core be locked to
the mantle (Buffett, 1996b), implying that seismolo-
gists are inferring an inner-core oscillation rather
than a rotation. Future observations should resolve
this issue. There may also be some positive feedback
mechanism, for example, involving an anisotropic
thermal conductivity, but this has not yet been stu-
died in detail.

We also need to consider the origin of the hemi-
spherical difference of the depth of minimum Q

proposed by Cao and Romanowicz (2004). There
are at least two candidates for the laterally variable

minimum Q that arise from the variation of melt
fraction. One results at a very low melt fraction at a
temperature just above the eutectic. This is inferred
from the acoustic measurements of a partially molten
binary eutectic system (e.g., Spetzler and Anderson,
1968; Stocker and Gordon, 1975; Watanabe and
Kurita, 1994). These experiments have shown that
as the temperature is raised, Q abruptly decreases at
the eutectic temperature, but recovers slightly at
higher temperatures, before decreasing at yet higher
temperatures. Another candidate for a minimum Q

exists at a much higher melt fraction, since the liquid
outer core has a high Q. However, these two candi-
dates have caveats. If the cause of the minimum is a
very low melt fraction, then there should be a step-
wise increase of Q at a certain depth corresponding to
the eutectic temperature. However, this has not yet
been observed. On the other hand, if the minimum
occurs at a higher melt fraction, then the melt frac-
tion cannot be too high so as to inhibit shear wave
propagation. It is uncertain whether such melt frac-
tion can be realized within the inner core.

8.10.6.4 The Deep Inner Core and
the Inner-Core Transition Zone

Finally, we consider the seismic structure of the
deeper section of the inner core. Deeper in the
inner core attenuation has been found to be smal-
ler, which may be explained by a smaller liquid
fraction or from a larger grain size. Seismic aniso-
tropy is found to be larger in the deeper inner core
(e.g., Creager, 2000), with a possible transition zone
at about 200 km depth between the isotropic and
anisotropic inner core (Song and Helmberger,
1998), and laterally variable. However, the sharp-
ness of this transition seem to differ for different
wavelengths and geographical locations (Leyton
et al., 2005).

Several possible explanations can be given for the
cause of larger anisotropy with depth. A smaller
anisotropy at shallow parts can arise from random
alignment in the horizontal plane or from alignment
such that the symmetry axis (c-axis for h.c.p.) is in
the radial direction. The former can result from the
slow kinetics of crystal alignment, the geometry of
solidification texturing, or fluid flow in the outer
core, and the latter from a principal stress axis in
the radial direction at shallow depths. Such a stress
field may arise from electromagnetic stresses or
from compaction. Some observations even suggest
that the deepest part of the inner core may be
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distinctly different from other parts of the inner core
(Ishii and Dziewonski, 2002, 2003; Beghein and
Trampert, 2003), perhaps suggesting a phase transi-
tion from h.c.p. to b.c.c. iron.

8.10.7 Inner-Core Rotation

8.10.7.1 An Overview

Inner-core rotation relative to the mantle was first
proposed on theoretical grounds by Gubbins (1981),
and then found to occur, on the order of degrees per
year, in numerical dynamo models by Glatzmaier
and Roberts (1995a, 1995b). Following the numerical
simulations, Song and Richards (1996) inferred that
the tilted symmetry axis of inner-core anisotropy is
rotating eastward about the spin axis, at a rate of
1.1 deg yr�1, and Su et al. (1996) found a rate as high
as 3 deg yr�1. However, using a lateral anisotropy
gradient rather than the tilted symmetry axis,
Creager (1997) limited the differential rotation to
0.2–0.3 deg yr�1. In these studies there is a tradeoff
between the rate of super-rotation and the level of
anisotropy and symmetry axis tilt, or the anisotropy
gradient. Vidale et al. (2000) examined the PKiKP
coda from nuclear tests, which eliminates tradeoffs
associated with event mislocations, to also infer a
differential rotation rate of 0.2 deg yr�1. However,
using the splitting of core-sensitive normal modes,
Laske and Masters (1999) preferred no rotation,
though the data allows a maximum inner-core
super-rotation of 0.2–0.3 degrees yr�1. Numerical
simulations with a better resolution and less hyper-
diffusion also predict a modest prograde inner-core
rotation of about 0.1 degrees yr�1, which further
decreases to 0.02 degree yr�1 when gravitational cou-
pling is included (Buffett and Glatzmaier, 2000).
Although there have been controversial seismologi-
cal issues (Souriau and Poupinet, 2003), recent
studies using earthquakes with similar waveforms
(Zhang et al., 2005) continue to support inner-core
super-rotation. Here we review mechanisms that can
cause as well as inhibit inner-core rotation.

8.10.7.2 Electromagnetic Coupling

Various torques can act on the inner core and these
can make the inner core rotate. Electromagnetic
torque was considered by Gubbins (1981) and was
also the driving mechanism in the numerical models
by Glatzmaier and Roberts (1995a, 1995b).
Electromagnetic torque originates from the restoring

force caused by the outer-core flow that stretches the
magnetic field lines. It is expressed as (Rochester, 1962)

� ¼ 1=
0

Z
ðBr B� r sin � dSÞ ½7�

where 
0 is the magnetic permeability, Br and B� are
the radial and azimuthal fields at the ICB.
Quantitative estimates of inner-core rotation from
electromagnetic torque were given by Gubbins
(1981). He showed that when an electromagnetic
torque of 1019 Nm is applied to the inner core, it
would rotate and approach a steady angular velocity
of about 0.13 deg yr�1, and induce a toroidal mag-
netic field of about 80 gauss. He also showed that an
oscillatory motion with a period of about 10 years is
possible.

The mechanism of inner-core rotation in the
numerical calculations by Glatzmaier and Roberts
(1995a, 1995b) was analyzed in Glatzmaier and
Roberts (1996). They showed that the electromag-
netic coupling caused by the thermal wind within the
inner-core tangent cylinder was the primary cause.
Within the tangent cylinder, upwellings form above
the polar region and downwellings near the equator.
This meridional circulation causes eastward flow
near the inner core and westward flow near the
core–mantle boundary, by conservation of angular
momentum. The eastward flow, coupled with the
magnetic field, results in an electromagnetic coupling
between the outer-core flow and the inner core, and
spins up the inner core.

An analytical model of inner-core rotation driven
by the thermal wind was also derived by Aurnou et al.
(1996). Assuming that the temperature inside the
tangential cylinder is higher than the temperature
outside, they showed that the resulting eastward
thermal wind, coupled with the magnetic field, can
quantitatively explain the inner-core superrotation.
This model was extended in Aurnou et al. (1998) by
numerically calculating the resulting inner-core
rotation from electromagnetic coupling for three dif-
ferent outer-core flow patterns. This work confirmed
that the thermal wind can efficiently couple inner-
core rotation to outer-core flow.

8.10.7.3 Gravitational Coupling

Mass anomalies in the mantle can deform the inner
core. When the inner core rotates relative to the
mantle, a misalignment of the inner core topography
relative to the mantle mass anomaly causes a
gravitational restoring force to the inner core.
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This torque was shown to become quite large, of the
order of 1021 N m by Buffett (1996b). Although there
are uncertainties in the mass anomaly within the
mantle, this estimate indicates that a gravitational
torque can exceed the electromagnetic torque by
orders of magnitude, and thus lock the inner core to
the mantle to inhibit rotation. Such gravitational
coupling between the mantle and the inner core can
cause an exchange of angular momentum between
them, and result in length-of-day variations (Buffett,
1996a, 1996b).

Gravitational torque can become small if the
inner-core topography cannot become as high as
that caused by the mass anomaly of the mantle. If
this torque becomes smaller than the electromagnetic
torque, the inner core may rotate. Buffett (1997)
showed that it is possible to constrain the viscosity of
the inner core if the inner core is rotating under the
gravitational torque. One case is when the viscosity of
the inner core is so small that the inner core can
deform rapidly, and thus misalignment of the mantle
mass anomaly and inner-core topography does not
occur. The other case is when the viscosity of the
inner core is so high that the inner core is slow to
deform and thus the inner-core topography becomes
small. For this case, however, because of high viscos-
ity, once it becomes locked to the mantle, it would
become unable to rotate again. From the above con-
straints, the inner-core viscosity was found to become
less than 1016 Pa s or greater than 1020 Pa s.

8.10.7.4 Combined Coupling

Estimates of electromagnetic torque have large
uncertainty because the strength of the toroidal
field inside the core cannot be observed. Aurnou
and Olson (2000) calculated the inner-core rotation
under the combined effects of electromagnetic, grav-
itational, and viscous torques. Among these torques,
the viscous torques was found to be very small. When
the electromagnetic and gravitational torques are
comparable, the inner-core rotation showed time-
dependent features. A more general case of inner-
core rotation, where the inner core was also allowed
to tilt, was studied by Xu et al. (2000).

Incorporation of the combined effects of gravita-
tional torque and viscous deformation of the inner
core into a numerical geodynamo calculation was
done by Buffett and Glatzmaier (2000), who demon-
strated that the gravitational torque can significantly
suppress inner-core rotation.

8.10.8 Summary

The inner core remains a difficult part of our planet

to study. In every way it presents challenges: for

mineral physicists, the extreme pressures and tem-

peratures are difficult to achieve; for seismologists,

the 5200 km of material above obfuscates inner-core

signals; for geodynamicists, the wide variety and

interaction of possible phenomena and the large

uncertainty of physical parameters complicates inter-

pretation. Nevertheless progress continues along

multiple fronts: observational scientists will become

yet better at extracting signals; experimentalists will

continue to make technical improvements to achieve

the extreme conditions of the inner core, and to

design appropriate analog experiments; computa-

tional scientists will go where experimentalists

cannot; and theoreticians will make progress in cou-

pling data from all disciplines. Further progress

towards understanding the inner core will require a

multi- and interdisciplinary effort. We also hope and

predict that geodynamicists will stimulate new obser-

vations, such as was the case with inner-core

superrotation. Perhaps it should have been possible

to have predicted inner-core elastic anisotropy prior

to its discovery! Proposition of testable models by

geodynamicists is one of the key directions to the

study of the inner core.
It is always dangerous to make specific predictions

about the directions a field of study will take, but we

will nevertheless try. The composition of the light

elements of the core is likely to remain uncertain–

there are too many ways to put the puzzle together.

This means that the phase diagram of the core will

also remain uncertain. It does not mean, however, that

there will be no progress toward understanding such

important issues as the partitioning of elements

between the inner and outer cores, and the light ele-

ments’ effects on the melting temperature. On the

other hand, it seems reasonable that we will make

progress towards understanding the stable phases(s)

of pure and alloyed iron under inner-core conditions.

Likewise, we expect that the current uncertainty

concerning the elastic constants of h.c.p. iron under

inner-core conditions will get sorted out. Similarly, if

there is another stable phase of iron in the inner core,

we will determine its elastic properties.
Inner-core seismology is difficult, but hopefully

not intractable. Over time we will come to some

agreement concerning the elastic and anelastic prop-

erties of the inner core. Of particular interest will
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be the geographic distributions of the elastic aniso-
tropy, the bulk attenuation, and the attenuation
anisotropy. One thing seems certain: as we get a
better picture of the inner core, it, like the rest of
the earth above, is not simple and featureless. In some
ways this makes it less interesting – there is no one
simple physical mechanism that can explain all the
data. Ultimately, though, it shows that the inner core
too exhibits the rich array of phenomena that
makes earth science challenging and interesting.
We predict that geodynamicists will take up the
challenge to cross disciplines, and come to under-
stand the origin of inner core anisotropy, in all of
its detail as well as other interesting seismic proper-
ties that we dig up. We also predict that the inner
core may hold some of the keys to understanding
long-standing problems in the earth sciences, such
as magnetic field generation and reversal, and core
thermodynamics.
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